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ABSTRACT 
As the era of Big-data has risen, the importance of big data 
technologies is also increasing day by day. Especially, Hadoop 
has become a critical part of the overall Big-data system because 
of its ability to store, process, and analyze thousands of terabytes 
of data. A major issue for supporting high performance on 
Hadoop is managing the growth of data while satisfying high 
storage I/O request. Hadoop’s overall performance is largely 
influenced by the storage input/output(I/O).  However, storage I/O 
technologies are still very limited. Therefore, now more than ever, 
studies on improving storage I/O on a distributed file system of 
Hadoop(HDFS) have been gaining popularity. To this end, latest  
trend in storage systems is to utilize hybrid storage devices. 
However, it is not easy to use the information of heterogeneous 
storage devices in HDFS. This is because, when reading data, 
HDFS is unable to exploit such heterogeneous storage type 
information yet.  

In this paper, we propose a hybrid block-selection method on the 
HDFS, we consider the storage type such as SSD and HDD when 
reading data. Using this method, the Hadoop Eco System utilizes 
the high SSD bandwidth by priority. As a result, we certainly 
improve the Hadoop Eco System overall performance. In the 
experiments, we demonstrated that our new method efficiently 
reduced the execution time of select count(*) query and TPCH 
benchmark up to 22% and 30% on average.1 2345678910 
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1. INTRODUCTION 
Big-data is an evolving term for extremely large or complex data 
sets. It produces terabyte or petabyte quantities of data in a short 
period of time. As the data amount is increased, the need for big 
data analysis to extract meaningful information from a huge 
amount of data has increased significantly. However, traditional 
relational database management systems (RDMS) are inadequate 
for very-large data sets storage and processing. Consequently, 
studies on data store, access, manipulation and analysis 
specializing in Big-data have been actively carried out. 
There are various applications that allow handling and processing 
of Big-Data, the basic framework has been that of Apache Hadoop. 
Hadoop comprises of two parts, which are the data storage 
part(HDFS) and the other being the data processing 
part(MapReduce). For data processing, MapReduce divides tasks 
and allows their execution in parallel. MapReduce is limited in 
that it is not suitable for real-time processing and does not support 
the SQL language. To this end, different methods of processing 
Big-Data, such as SQL-on-Hadoop, have been developed. Over 
the years various attempts have been made to improve Big-Data’s 
real time processing performance on SQL-on-Hadoop with the 
combination of HDFS. 

HDFS is a distributed file system of Hadoop. HDFS divide Big-
data into small unit of data. The small data are replicated, 
distributed and stored in a large number of storage devices. 
Recently, HDFS optimization techniques have been proposed 
using SSDs with high I/O performance[1,8,13,16,19]. However, it 
is still difficult to replace all existing HDD devices with SSD 
devices. New solutions, that simultaneously use both SSDs and 
HDDs, are being suggested to solve the problem.  

In this paper, we suggest a hybrid block selection method on 
HDFS based on storage type. We consider the type of storage 
device and select optimal location to read block. If the same block 
exists in both HDD and SSD among different candidate 
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